DYNAMICS OF THE STOCHASTIC WAVE EQUATIONS WITH DEGENERATE MEMORY EFFECTS ON BOUNDED DOMAIN
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Abstract. In this work, we consider the behavior of long-time dynamics of a random dynamical system generated wave equations with degenerate memory and additive noise, on bounded domain \(U\), with Dirichlet boundary condition, and nonlinear term \(f(u)\) with critical growth conditions, then we establish the existence of a random attractor.

1 Introduction

Let us denote by \(U \subset \mathbb{R}^n\) an open bounded domain, then we investigate the existence of random attractors for the following viscoelastic wave equations with past history:

\[
\begin{aligned}
&u_{tt} - \triangle u + \int_0^\infty \mu(s) \text{div}[a(x) \nabla u(t-s)]ds + b(x) u_t + f(u) = g(x) + c \sum_{j=1}^m h_j \dot{W}_j(t), \\
&u(\tau, x) = u_0(x), \quad u_t(\tau, x) = u_1(x), \quad x \in U, \tau \in \mathbb{R}, t \geq \tau, \\
&u(x, t) = 0, \quad \text{on} \; \Gamma \times \mathbb{R}^+.
\end{aligned}
\]

(1.1)

Where \(U\) is a bounded open set of \(\mathbb{R}^n\) with Dirichlet boundary condition, and let \(c\) is proper a positive constant, \(\mu(s) \leq 0\) for every \(s \in \mathbb{R}^+\), \(\triangle\) is the Laplacian with respect to the variable \(x \in \mathbb{R}^n\), \(u = u(t, x)\) is a real valued function on \(U \times [\tau, +\infty)\), the function \(g(x) \in L^2(U)\) is external force, \(h_j \in H_0^1 \cap H^2\), \(\{W(t)\}_{j=1}^m\) are an independent two sided real-valued Wiener processes of probability space, and \(a(x), b(x)\) are positive function, where \(a(x) \in C^1(\bar{U}), b(x) \in L^\infty(U)\), then following assumption hold

\[
a(x) + b(x) \geq \delta > 0, \quad x \in U.
\]

(1.2)
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We observe that the assumption (1.2) gives us a wide assortment of possibilities from which to choose the functions \(a(x)\) and \(b(x)\), and the most interesting case occurs when one has simultaneous and complementary damping mechanisms. Taking this point of view into account, a distinctive feature of our paper is exactly to consider different and localized damping mechanisms acting in the domain, but not necessarily strategically localized dissipations as considered in the prior literature.

Evolution models with memory terms are ubiquitous. Natural and social phenomena are often affected not only by its current state, but also by its history. Some classical and modern examples leading to partial differential equations with memory. Refer and more details, see therein references [5, 10, 11, 13, 14, 19]. The problem is degenerate in the sense that the function \(a(x) \geq 0\) in the memory term is allowed to vanish is a subset \(\omega_0\) of \(\bar{U}\) and we shall view the wave model involving the memory term as the above problem (1.1) with combined viscoelastic-frictional dissipation. However, in random case, there is no result obtained the existence of random attractors for problem (1.1)-(1.2).

For obviously, stochastic evolution equation without memory terms, once \((a(X) = 0)\) its existence and uniqueness of solutions for random dynamical systems have been studied extensively in the literature (see [1, 2, 4, 6, 7, 8, 12] and the references therein). But when \((a(X) = a_0)\) with memory terms, there are fewer results and most previous authors have concentrated on this case (see [5]). For example, we may refer to [13, 14, 15, 16, 17, 18] for the stochastic wave equations with memory. All the above mentioned results were considered with linear memory. In this article, by using a similar technique as in [9, 12], we will continue to devote the existence of random attractors for the system (1.1) in space \(E\), under the perturbation of additive noise.

The plan of the paper is as follows. In Section 2, we give the preliminaries for random dynamical systems (RDS). In Section 3, we present the functional setting for this model and show the definition of continuous RDS solutions, along with existence and uniqueness results. Section 4 is devoted to the existence of bounded absorbing sets for the solutions. In last Section, by some asymptotic estimates in advance associated to our problem we obtain the existence of random attractor in spaces \(E\). The type of degenerate memory that we consider is given by an operator of the form

\[
Au = \text{div}(a(x)\nabla u),
\]

where \(a \in C^1(\bar{U})\) may vanish is a subset \(\omega_0\) of \(\bar{U}\). In order to treat the memory term, we introduce a past history variable using the relative displacement history for all \(x \in U \subset \mathbb{R}^n\) and \(s, t \in \mathbb{R}^+\), so clearly by [5], such that satisfies the following
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Definition 1. \((\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}})\) is called a metric dynamical system if \(\theta: \mathbb{R} \times \Omega \rightarrow \Omega\) is \((\mathcal{B}(\mathbb{R}) \times \mathcal{F}, \mathcal{F})\)-measurable, \(\theta_0\) is the identity on \(\Omega\), \(\theta_{s+t} = \theta_t \circ \theta_s, \forall (s, t) \in \mathbb{R}\) and \(\theta_0 P = P, \forall t \in \mathbb{R}\).

Definition 2. A mapping \(\Phi(t, \tau, \omega, x): \mathbb{R}^+ \times \mathbb{R} \times \Omega \times X \rightarrow X\) is called continuous cocycle on \(X\) over \(\mathbb{R}\) and \((\Omega, \mathcal{F}, P, (\theta_t)_{t \in \mathbb{R}})\), if for all \(\tau \in \mathbb{R}\), \(\omega \in \Omega\) and \(t, s \in \mathbb{R}^+\), the following conditions are satisfied:

i) \(\Phi(t, \tau, \omega, x): \mathbb{R}^+ \times \mathbb{R} \times \Omega \times X \rightarrow X\) is a \((\mathcal{B}(\mathbb{R}^+) \times \mathcal{F}, \mathcal{B}(\mathbb{R}))\) measurable mapping,

ii) \(\Phi(0, \tau, \omega, x)\) is identity on \(X\),

iii) \(\Phi(t + s, \tau, \omega, x) = \Phi(t, \tau + s, \theta_s \omega, x) \circ \Phi(s, \tau, \omega, x)\),

iv) \(\Phi(t, \tau, \omega, x): X \rightarrow X\) is continuous.
**Definition 3.** Let $2^X$ be the collection of all subsets of $X$, a set valued mapping $(\tau, \omega) \mapsto D(t, \omega) : \mathbb{R} \times \Omega \mapsto 2^X$ is called measurable with respect to $F \in \Omega$, if $D(t, \omega)$ is a ("usually closed") nonempty subset of $X$ and the mapping $\omega \in \Omega \mapsto d(X, B(\tau, \omega))$ is $(\mathcal{F}, B(\mathbb{R}))$-measurable for every fixed $x \in X$ and $\tau \in \mathbb{R}$. Let $B = B(t, \omega) \in D(t, \omega) : \tau \in \mathbb{R}, \omega \in \Omega$ is called a random set.

**Definition 4.** A random bounded set $B = \{B(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$ of $X$ is called tempered with respect to $\{\theta(t)\}_{t \in \Omega}$, if for $p$-a.e $\omega \in \Omega$,

$$\lim_{t \to \infty} e^{-\beta t} d(B(\theta^{-t}\omega)) = 0, \quad \forall \beta > 0,$$

where $d(B) = \sup_{x \in B} \|x\|_X$.

**Definition 5.** Let $D$ be a collection of random subset of $X$ and $K = \{K(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$, then $K$ is called an absorbing set of $\Phi \in D$, if for all $\tau \in \mathbb{R}, \omega \in \Omega$ and $B \in D$, there exists, $T = T(\tau, \omega, B) > 0$ such that

$$\Phi(t, \tau, \theta^{-t}\omega, B(\tau, \theta^{-t}\omega)) \subseteq K(\tau, \omega), \quad \forall t \geq T.$$

**Definition 6.** Let $D$ be a collection of random subset of $X$, the $\Phi$ is said to be $D$-pullback asymptotically compact in $X$ if for $p$-a.e $\omega \in \Omega$, $\{\Phi(t_n, \tau, \theta^{-t_n}\omega, x_n)\}_{n=1}^{\infty}$ has a convergent subsequence in $X$ when $t_n \to \infty$ and $x_n \in B(\theta^{-t_n}\omega)$ with $\{B(\omega)\}_{\omega \in \Omega} \in D$.

**Definition 7.** Let $D$ be a collection of random subset of $X$ and $A = \{A(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$, then $A$ is called a $D$-random attractor (or $D$-pullback attractor ) for $\Phi$, if the following conditions are satisfied: for all $t \in \mathbb{R}^+, \tau \in \mathbb{R}$ and $\omega \in \Omega$

i): $A(\tau, \omega)$ is compact, and $\omega \mapsto d(x, A(\omega))$ is measurable for every $x \in X$,

ii): $A(\tau, \omega)$ is invariant, that is

$$\Phi(t, \tau, \omega, A(\tau, \omega)) = A(\tau + t, \theta t \omega), \forall t \geq \tau,$$

iii): $A(\tau, \omega)$ attracts every set in $D$, that is for every $B = \{B(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega\} \in D$,

$$\lim_{t \to \infty} d_X(\Phi(t, \tau, \theta^{-t}\omega, B(\tau, \theta^{-t}\omega)), A(\tau, \omega)) = 0,$$

where $d_X$ is the Hausdorff semi-distance given by

$$d_X(Y, Z) = \sup_{y \in Y} \inf_{z \in Z} \|y - z\|_X, \quad \forall (Y, Z) \in X.$$
Lemma 8. Let $D$ be a neighborhood-closed collection of $(\tau, \omega)$-parameterized families of nonempty subsets of $X$ and $\Phi$ be a continuous cocycle on $X$ over $\mathbb{R}$ and $(\Omega, \mathcal{F}, P,(\theta_t)_{t \in \mathbb{R}})$. Then $\Phi$ has a pullback $D$-attractor $A$ in $D$ if and only if $\Phi$ is pullback $D$-asymptotically compact in $X$ and $\Phi$ has a closed, $F$-measurable pullback $D$-absorbing set $K \in D$, the unique pullback $D$-attractor $A = A(\tau, \omega)$ is given $A(\tau, \omega) = \bigcap_{r \geq 0} \bigcup_{t \geq r} \Phi(t, \tau - t, \theta_{-t}\omega, K(t - t, \theta_{-t}\omega)) \quad \tau \in \mathbb{R}, \omega \in \Omega$.

3 Existence and Uniqueness of Solutions

In this section, we introduce some notations used throughout this paper. We also show that the existence and uniqueness of solutions of the systems (1.4)-(1.5). Let $A = -\triangle, D(A) \ni v_0^2(U) \ni H_0^1(U) \ni L^2(U)$ it satisfies self-adjoint, positive and linear, the eigenvalue $\{\lambda_i\}_{i \in \mathbb{N}}$ of $A$ satisfies, $0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_i \leq \ldots, \lambda_i \rightarrow +\infty (i \rightarrow +\infty)$.

Notation 9. The following hypotheses are necessary to obtain our main results: Refer and more details, see to [13, 14, 16, 17]

(A$_1$) Since $a(x) \in C^1(\bar{U})$ such that
\[ \text{meas}\{x \in \Gamma : a(x) > 0\} > 0, \tag{3.1} \]

and
\[ v_1^1 : u \in L^2(U) = \int_U a(x)|\nabla u(x)|^2 dx < \infty, u|\Gamma = 0, \]

is a Hilbert space endowed with the product
\[ (\eta, \zeta)_{v_1^1} := \int_U a(x)|\nabla \eta(x, s)|, \nabla \zeta(x, s)| dx. \]

(Two example are given[13]). Above $\psi|\Gamma = 0$ is meant in the sense of trace which is well-defined when $v_1^1(U) \hookrightarrow W^{1,1}(U)$. In addition, we also assume the following continuous embedding
\[ H_0^1(U) \hookrightarrow v_1^1(U) \hookrightarrow L^2(U) \]

(A$_2$) Suppose that $a(x)$ and $b(x)$ are positive functions, $a(x) \in C^1(\bar{U}), b(x) \in L^\infty(U)$ and $\delta$ is a constant hold the following assumption
\[ a(x) + b(x) \geq \delta > 0, \quad x \in U. \tag{3.2} \]

(A$_3$) Concerning the memory kernel $\mu$ is required to verify the following hypotheses:
\[
\begin{cases}
\mu \in C^1(\mathbb{R}^+) \cap L^1(\mathbb{R}^+), \mu(s) \geq 0, \mu'(s) \leq 0, \forall s \in \mathbb{R}^+, \\
\mu'(s) + \delta \mu(s) \leq 0, \forall s \in \mathbb{R}^+ \text{and } \delta > 0,
\end{cases} \tag{3.3}
\]
and denote
\[ k_0 := \int_0^\infty \mu(s)ds < \|a\|^{-1}_\infty, \quad (3.4) \]

let condition (3.1) is standard and apply \( \mu \) decays exponentially to zero. Due to (3.2) implies that \( 1 - a(x)k_0 \geq \beta > 0, \forall x \in \bar{U} \), such that we obtain
\[ \beta = 1 - k_0\|a\|^{-1}_\infty. \quad (3.5) \]

\((A_4)\) For the nonlinear term \( f \in C^2(\mathbb{R}) \) with \( f(0) = 0 \), we assume that \( f \) satisfy the following hypotheses:

(a) For any \( u, v \in \mathbb{R} \), there exists a constant \( C_1 > 0 \) such that
\[ |f(u) - f(v)| \leq C_1(1 + |u|^{p-1} + |v|^{p-1})|u - v|. \quad (3.6) \]

**Dissipation conditions**

(b) There exists constants \( \beta > 0 \) and \( \nu > 0 \), and \( C_f \in \mathbb{R} \) satisfying
\[
\begin{cases}
\beta F(u) - \nu u^2 - c_f \leq uf(u), \forall u \in \mathbb{R}, \\
\beta F(u) \geq -\nu u^2 - c_f, \forall u \in \mathbb{R},
\end{cases}
\quad (3.7)
\]

and
\[ \lim_{|u| \to \infty} \inf \frac{f(u)}{u} \geq -\lambda_1, \forall u \in \mathbb{R}, \quad (3.8) \]

where \( F(s) = \int_0^s f(r)dr \). Concerning the new regularity results described in section 4, we additionally let us recall some important results satisfies along with the \( A_1 - A_4 \).

\((A_5)\) Assume \( a(x) \in C^1(\bar{U}) \) such that
\[ \nu_a^2 : u \in L^2(U) = \int_U a(x) \left( |\Delta u(x)|^2 + |u(x)|^2 \right) dx < \infty, u|\Gamma = 0, \]

is a Hilbert space endowed with the product
\[ (\eta, \zeta)_{\nu_a^2} := \int_U a(x) \left( |\Delta \eta(x,s)| \cdot |\Delta \zeta(x,s)| + \eta(x,s) \cdot \zeta(x,s) \right) dx, \]

then, let continuous embedding holds
\[ D(-\Delta) \hookrightarrow \nu_a^2(U) \hookrightarrow H_0^1(U). \]

\((A_6)\) Suppose that strict inequality holds
\[ k_0 \delta > 1. \quad (3.9) \]
Remark 10. assumption (A_1) and (A_5) allows us to set the space for the past history function \( \eta'(x,s) \). Indeed, define

\[
\mathcal{R}_0 := L_\mu^2(\mathbb{R}^+; v_\eta^1) = \left\{ \eta : \int_0^\infty \mu(s) \| \eta(x,s) \|_{v_\eta^1}^2 \, ds < \infty \right\}
\]

which is Hilbert space with the product

\[
(\eta, \zeta)_{\mathcal{R}_0} := \int_0^\infty \mu(s) \left( \int_U a(x) \nabla \eta(x,s) \cdot \nabla \zeta(x,s) \, dx \right) \, ds,
\]

and

\[
\mathcal{R}_1 := L_\mu^2(\mathbb{R}^+; v_\eta^2) = \left\{ \eta : \int_0^\infty \mu(s) \| \eta(x,s) \|_{v_\eta^2}^2 \, ds < \infty \right\},
\]

which is Hilbert space with the product

\[
(\eta, \zeta)_{\mathcal{R}_1} := \int_0^\infty \mu(s) \left( \int_U a(x) \Delta \eta(x,s) \cdot \Delta \zeta(x,s) \, dx \right) \, ds.
\]

Finally, we introduce the following Hilbert space

\[
E(U) = H_0^1(U) \times L^2(U) \times \mathcal{R}_0(U)
\]
endow with the usual inner product and norms like as \( \varphi = (u, v, \eta) \in E \), respectively

\[
\| \varphi \|^2_{E(U)} = \| u \|^2_{H_0^1(U)} + \| u \|^2_{L^2(U)} + \| \eta \|^2_{\mathcal{R}_0(U)}.
\]

And from Remark 10, we also define the following Hilbert space

\[
E_1(U) = H_0^2(U) \times H^*(U) \times \mathcal{R}_1(U)
\]
endow with the norms is given by \( \psi = (u, v, \eta) \in E_1 \), respectively.

\[
\| \varphi \|^2_{E_1(U)} = \| u \|^2_{H_0^1(U)} + \| u \|^2_{H^*(U)} + \| \eta \|^2_{\mathcal{R}_1(U)}.
\]

where \( H^*(U) \) is norm with

\[
(|\nabla u(x)|^2 + |u(x)|^2).
\]

Next, it is convenient to study the dynamical behavior of system \((1.4)-(1.5)\), we need to convert the stochastic system into deterministic one with a random parameter, then show that it generates a random dynamical system. Due to Ornstein-Uhlenbeck process driving by the Brownian motion, which satisfying the \( \text{Itô} \) differential equation

\[
dz + \delta zd\tau = dw, \ \delta > 0
\]
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hence the solution is given by

\[ z(\theta t) = z(t, \omega) = -\delta \int_{-\infty}^{0} e^{s\theta}(\theta s)ds, s \in \mathbb{R}, \omega \in \Omega. \tag{3.13} \]

Where the random variable \(|z(\omega)|\) is tempered and there is an invariant set \(\Omega \subseteq \Omega\) of full P measure such that \(z(\theta t) = z(t, \omega)\) is continuous in \(t\) for every \(\omega \in \Omega, \delta > 0\).

This equation has a random fixed point in the sense of random dynamical systems generating a stationary solution known as the stationary Ornstein-Uhlenbeck process (see [8, 9, 6] for more details). In fact, we dedicate a cocycle of system (1.4)-(1.5),

\[ v = \frac{du}{dt} + \varepsilon u - cz(\theta t), \tag{3.14} \]

thus, apply (3.14 and (1.4)-(1.5), such that equivalent the following random system

\[
\begin{cases}
\frac{du}{dt} + \varepsilon u - v = cz(\theta t), \\
\frac{dv}{dt} + (\varepsilon - b(x))u - (\varepsilon - b(x))v - \text{div}[(1 - a(x))k_0] \nabla u \\
- \int_{0}^{\infty} \mu(s) \text{div}[a(x)\nabla \eta(s)]ds = -f(u) + g(x) + cz(\theta t)(2\varepsilon - b(x)), \\
\eta_t + \varepsilon u - v = cz(\theta t),
\end{cases} \tag{3.15}
\]

with boundary and initial conditions

\[
\begin{aligned}
&u(x, t) = 0, \quad \text{on } U \times \mathbb{R}^+, \\
&\eta(x, t, s) = 0, \quad \text{on } U \times \mathbb{R}^+, \\
&u(\tau, x) = u_0(x), \quad x \in U, \tau \in \mathbb{R}, \\
&u_0(x) = u_1(x), \quad (x, \tau) \in U \times \mathbb{R}, \\
&\eta_0(x, \tau, s) = u_0(x) - u_0(x, -s), \quad (x, \tau, s) \in U \times \mathbb{R} \times \mathbb{R}^+.
\end{aligned} \tag{3.16}
\]

Suppose that \(y = (u, v, \eta)^T\), so that the following system is equivalent (3.15)-(3.16)

\[
\begin{cases}
y' + H(y) = Q(y, \omega) \\
y(0, \omega) = (u_1(x) + \varepsilon u_0(x) - cz(\theta t), \eta_0(x))^T = (u_0(x), v_0(x), \eta_0)^T = y_0,
\end{cases} \tag{3.17}
\]

where

\[
H(y) = \begin{pmatrix}
\varepsilon u - v \\
(\varepsilon - b(x)(\varepsilon u - v) - \text{div}[(1 - a(x))k_0] \nabla u - \int_{0}^{\infty} \mu(s) \text{div}[a(x)\nabla \eta(s)]ds) \\
\varepsilon u - v + \eta_s 
\end{pmatrix},
\]

and

\[
Q(y, \omega) = \begin{pmatrix}
cz(\theta t) \\
-cz(\theta t) \\
-cz(\theta t)
\end{pmatrix}.
\]
In [3, 5], we know that -H is the infinitesimal generator of $C^0$ semigroup $e^{-Ht}$ on E for $t > 0$, by the assumptions (3.17), it is easy to check $F(y, \omega, y_0) : E \to E$ is locally lipschitz continuous with respect to $y$, then by the classical semigroup theory concerning the (local) existence and uniqueness solution of evolution differential equation, we have the following Theorem.

**Theorem 11.** Assume that (A₁)-(A₆) and $g(x) \in L^2(U)$ hold. For any $\tau \in \mathbb{R} \omega \in \Omega, t \geq 0$ and $y_0 \in E$, then there exists $T \geq \tau$ such that (3.17) has a unique mild function $y(\cdot) = y(\cdot, \omega, y_0) \in C([0, T); E)$, as so as $y_0$ and $y(t)$ satisfies the integral equation

$$y(t, \omega, y_0) = e^{-H(t)}y_0(\omega) + \int_{\tau}^{t} e^{-H(t-r)}Q(y(r), \omega)dr,$$

(3.18)

in this case, $y(t, 0, \omega, y_0)$ is called mild solution of (3.17) if furthermore, satisfies the following properties

1) if $y_0(\omega) \in E$ then $y(\cdot) = y(\cdot, \omega, y_0) \in C([0, \infty); E)$,

2) $y(t, \omega, y_0)$ is jointly continuous into $t$ and measurable in $y_0(\omega)$,

3) the solution mapping of (3.17) holds the properties of RDS.

**Proof.** The local existence and uniqueness of solution are proved from [5], the existence of global solution is presenting in Section4 (see Lemma 4.1) and Theorem 3.1 in [5]. Then, the solution $y(\cdot, 0, \omega, y_0) \in C([0, +\infty, E]$ can define a continuous random dynamical system over $\mathbb{R}$ and $(\Omega, F, P, (\theta_t)_{t \in \mathbb{R}})$.

$$\Psi : \mathbb{R}^+ \times \Omega \times E \to E, y(\tau, \omega) \to y(t, \omega).$$

(3.19)

To show the conjugation of the solutions of the stochastic partial differential equation (1.4)-(1.5) and the random partial differential equation (3.17), we introduce the isomorphism $T^1(\theta t, \omega)z = (z_1, z_2 - \varepsilon z_1 + \delta(\theta t, \omega), \eta_1)^\top$ and $z = (z_1, z_2, \eta_1)^\top \in E$ which has inverse isomorphism $T^{-1}(\theta t, \omega)z = (z_1, z_2 + \varepsilon z_1 - \delta(\theta t, \omega), \eta_1)^\top$, then we have the following convert mapping

$$\Phi(t, \omega) = T^t\Psi(t, \omega)T^{-1}.$$  

(3.20)

We will also use determines RDS (3.17) corresponding to equations (1.4)-(1.5), Such that

$$w_1 = u, \ w_2 = u_t + \varepsilon u,$$

(3.21)

similarly to (3.17), we obtain

$$\begin{align*}
\left\{ \begin{array}{l}
w'(t, \tau, w_0) + H(w(t, \tau, w_0)) = Q(w(t, \tau, w_0)) \\
w_0 = (u_0, v_0, \eta_0)^\top, (x, \tau, s) \in (x, \tau) \in U \times \mathbb{R} \times \mathbb{R}^+,
\end{array} \right.
\end{align*}$$

(3.22)
where \( w = (w_1, w_2, \eta)^\top \),

\[
H(w) = \left( \begin{array}{c}
\varepsilon w_1 - w_2 \\
(\varepsilon - b(x))(\varepsilon w_1 - w_2) + \text{div}[(1-a(x)k_0)\nabla w_1 - \int_0^\infty \mu(s)\text{div}[a(x)\nabla \eta^t(s)]ds] \\
\varepsilon w_1 - w_2 + \eta
\end{array} \right),
\]

and

\[
Q(w) = \left( \begin{array}{c}
0 \\
-f(w_1) + g(x) \\
0
\end{array} \right).
\]

Here we also introduce the isomorphism \( \bar{T}_\varepsilon w = (w_1, w_2 - \varepsilon w_1, \eta)^\top \), which has inverse isomorphism \( \bar{T}_-\varepsilon w = (w_1, w_2 + \varepsilon w_1, \eta)^\top \) it follows that \((\theta, \Psi)\) with mapping

\[
\bar{\Phi}(t, \omega, y_0) = T_\varepsilon \Psi(t, \omega, y_0)T_{-\varepsilon}.
\]

Two RDS are equivalent and corresponding to RDS (3.17)

\[\square\]

4 Random Absorbing Set

In this section, we will prove the existence of a random absorbing set for the RDS \( \{y(t, \omega, y_0), t \geq 0\} \) in the space \( E \). Let \( y = (u, v, \eta)^\top = (u, u_t + \varepsilon u - cz(\theta_t \omega), \eta)^\top \), where \( \varepsilon \) is chosen as

\[
\varepsilon = \frac{\alpha \lambda_1 + \beta_1}{4 + 2(\alpha \lambda_1 + \beta_1)\alpha + \beta_2^2/\lambda_1},
\]

hence (3.17) follows, there exists equivalent system such that

\[
\begin{cases}
y'(t, \omega, y_0) + H(y(t, \omega, y_0)) = \bar{F}(\varphi(t, \omega, y_0), \omega), \\
y_0 = (u_0, v_0, \eta_0)^\top,
\end{cases}
\]

where

\[
H(y) = \left( \begin{array}{c}
\varepsilon u - v \\
(\varepsilon - b(x))(\varepsilon u - v) - \text{div}[(1-a(x)k_0)\nabla u - \int_0^\infty \mu(s)\text{div}[a(x)\nabla \eta^t(s)]ds] \\
\varepsilon u - v + \eta
\end{array} \right),
\]

and

\[
\bar{F}(y, \omega, t) = \left( \begin{array}{c}
\frac{cz(\theta_t \omega)}{cz(\theta_t \omega)} \\
-f(u) + g(x) + cz(\theta_t \omega)(2\varepsilon - b(x)) \\
\frac{cz(\theta_t \omega)}{cz(\theta_t \omega)}
\end{array} \right).
\]

Infer from (4.2), we have the following Lemma
Lemma 12. For any $y = (u, v, \eta) \top \in E$ we have

$$
(H(y), y)_E \geq \frac{\varepsilon}{2}(\|u\|_1^2 + \|v\|_2^2) + \frac{\delta}{2}\|v\|_2^2 + \frac{\varepsilon}{4}\|\eta\|_{\mu, 1}^2. 
$$

Proof. This is easily obtained after simple computation.

Lemma 13. Assume that $A_1 - A_6$ hold. For any $\tau \in \mathbb{R}, \omega \in \Omega$ and $t \geq 0$, there is exists a closed tempered bounded absorbing ball

$$
B_0(\omega) = \{y \in E : \|y\| \leq M_0(\omega) = B_E(0, M_0(\omega) \in \mathcal{D}(E)) \subset E, \text{centered at } 0 \text{ with random radius } M_0(\omega) > 0 \text{ such that for each bounded non-random set } B \subset E, \text{ there exists a deterministic time } T_B = T(\omega, B, M_0) \geq \tau \text{ such as the solution } y(t, \omega; y_0(\omega)) \text{ of system (4.2) with initial value } y_0 = (u_0, v_0, \eta_0) \top \in B \text{ satisfies for } P\text{-a.s.} \omega \in \Omega, t \geq 0,
$$

$$
\|y(t, \omega; y_0(\omega))\|_E^2 \leq M_0^2(\omega),
$$

that is

$$
\Phi(t, \omega; B_{(\theta-t)}) \subset B_0(\omega), \ \forall \ t \geq \tau.
$$

Proof. Multiplying (4.2) by $y$, and integrating over $U$, then implies to Lemma12, we can get

$$
\frac{1}{2} \frac{d}{dt} \|y\|_E^2 + \frac{\varepsilon}{2}\|u\|_1^2 + \|v\|_2^2 + \frac{\delta}{2}\|v\|_2^2 + \frac{\varepsilon}{4}\|\eta\|_{\mu, 1}^2 \leq (\tilde{F}(y, \omega), y). \ (4.5)
$$

Let us estimate any term of the right-hand side of (4.5) as follow as,

$$
(\tilde{F}(y, \omega), y) = ((cz(\theta_t \omega), u)) + (-f(u) + g(x) + cz(\theta_t \omega)(2\varepsilon - b(x)), v) + (cz(\theta_t \omega), \eta)_{\mu, 1}.
$$

By the Cauchy-Schwartz inequality, we find that

$$
((cz(\theta_t \omega), u)) \leq |c||z(\theta_t \omega)||\nabla u||^2 \leq |c||z(\theta_t \omega)||u||^2_1, \ (4.7)
$$

$$
(2\varepsilon cz(\theta_t \omega), v) \leq |\varepsilon|^2|c|^3|z(\theta_t \omega)||^3 + |c||z(\theta_t \omega)||v||^2, \ (4.8)
$$

$$
\frac{\delta}{2} (cz(\theta_t \omega), v) \leq \frac{\delta}{8}|c|^2|z(\theta_t \omega)||^2 + \frac{\delta}{2}||v||^2, \ (4.9)
$$

$$
(cz(\theta_t \omega), \eta)_{\mu, 1} \leq \frac{1}{4}|c|^3|z(\theta_t \omega)||^3 + |c||z(\theta_t \omega)||\eta||^2_{\mu, 1}, \ (4.10)
$$

$$
(q(x), v) \leq \|q(x)||v|| \leq \frac{1}{(4\delta + \varepsilon)}\|q(x)||^2 + \frac{(4\delta + \varepsilon)}{4}||v||^2, \ (4.11)
$$

next due to (1.6)-(1.10) and the Hölder inequality, it yields

$$
(f(u), v) = (f(u), \frac{du}{dt} + \varepsilon u - cz(\theta_t \omega)) \geq \frac{\delta}{4T} \tilde{F}(u) + \varepsilon(f(u), u) - (f(u), cz(\theta_t \omega)). \ (4.12)
$$

******************************************************************************
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Moreover, by assumptions (3.6)-(3.7) then, we have

\[
(f(u), cz(\theta,t)) \leq C_1 \int_U |c(1 + |u|^2)z(\theta,t)|dx \\
\leq C_1 |c| \left( \int_U |u|^{p+1}dx \right)^{\frac{p}{p+1}} |z(\theta,t)|_{p+1} + C_1 |c| \int_U |z(\theta,t)|dx \\
\leq C_1 |c| \int_U |z(\theta,t)|dx + \beta C_1 \left( \int_U (F(u) + C_1)dx \right)^{\frac{p}{p+1}} |z(\theta,t)|_{p+1} \\
\leq C_3 |z(\theta,t)| + \frac{\varepsilon C_3}{2} \int_U F(u)dx + \frac{\varepsilon C_3 |U|}{2} + \beta |z(\theta,t)|_{p+1}^p.
\]

(4.13)

and from (3.7)-(3.8), there exists positive constant \( \mu_1 \), so that

\[
(f(u), u) - \beta \tilde{F}(u) + \frac{\lambda}{4} ||u||_1 + \mu_1 \geq 0,
\]

(4.14)

it follows from (4.12)-(4.14) and Poincaré inequality, we can get

\[
(f(u), v) \leq \frac{d}{dt} \tilde{F}(u) + \frac{\varepsilon C_2}{2} \tilde{F}(u) - \frac{\varepsilon \lambda}{4} ||u||_1 \\
+ \frac{\varepsilon}{4} |C_3| |z(\theta,t)| + \frac{\varepsilon C_3 |U|}{2} + \beta |z(\theta,t)|_{p+1}^p.
\]

(4.15)

Where \( \tilde{F}(u) = \int_U F(u)dx \). Together form (4.7)-(4.15) and (6.6), we show that

\[
\frac{1}{2} \frac{d}{dt} \left( ||u||_1^2 + ||v||^2 + ||\eta||_{\mu,1}^2 + 2 \tilde{F}(u) + c_0 |U| \right) \\
\leq - \left( \frac{\varepsilon}{4} - \varepsilon|C_3| |z(\theta,t)| \right) \left( ||u||_1^2 + ||v||^2 + ||\eta||_{\mu,1}^2 \right) \\
- \frac{\varepsilon C_2}{2} \tilde{F}(u) + \frac{\varepsilon C_3 |U|}{2} + \varepsilon \mu_1 + C_3 |z(\theta,t)|^p \\
+ \beta |z(\theta,t)|_{p+1}^p + \frac{\varepsilon}{2} |C_3| |z(\theta,t)|^2 + \frac{\varepsilon}{2} |C_3| |z(\theta,t)|^3 + \frac{1}{(\varepsilon + \eta)} ||q(x)||^2.
\]

(4.16)

Suppose \( \sigma = \min \left[ \frac{\varepsilon}{4}, \frac{\varepsilon C_2}{2} \right] \) and assume \( ||v||^2 = (||u||_1^2 + ||v||^2 + ||\eta||_{\mu,1}^2) \), we have the following equivalent system

\[
\frac{1}{2} \frac{d}{dt} \left( ||y||_E^2 + 2 \tilde{F}(u) + C_1 C_2 |U| \right) \\
\leq \left( -\sigma - |C_3| |z(\theta,t)| \right) \left( ||y||_E^2 + \tilde{F}(u) + \frac{\varepsilon C_2 |U|}{2} \right) \\
+ \varepsilon \mu_1 + C_3 |z(\theta,t)| + \beta |z(\theta,t)|_{p+1}^p + \frac{\varepsilon}{2} |C_3| |z(\theta,t)|^2 + \frac{\varepsilon}{2} |C_3| |z(\theta,t)|^3 + \frac{1}{(\varepsilon + \eta)} ||q(x)||^2.
\]

(4.17)

Since \( \Gamma(\omega) = \sigma - |c||z(\theta,t)| \) and \( |z(\theta,t)| \) is tempered random variable. Hence by (3.2) and (3.3), we choose the following inequality

\[
\rho(\theta,t) = \alpha(1 + |z(\theta,t)| + |z(\theta,t)|^2 + |c|^3 |z(\theta,t)|^3 + |z(\theta,t)|_{p+1}^p + ||q(x)||^2),
\]

****************************************************************************************************
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where $\alpha$ depend only on $\alpha = \max \left[ \mu_1, \beta, \frac{C_1 C_2}{2}, \frac{1}{\delta}, C_1, C_2^2, \frac{1}{8(\theta+\varepsilon)} \right]$.

By applying Gronwall’s inequality to (4.17) over $[0,t]$ and replacing $\omega$ to $\theta-t\omega$ we have

$$\|y(t,\theta-t\omega; y_0)\|_E^2 \leq \left( \|y_0\|_E^2 + 2 \tilde{F}(u(0)) \right)$$

$$+ \int_t^t \rho(\theta-t\omega)e^{2 \int_t^r \Gamma(s-t\omega)ds}dr.$$ (4.18)

Suppose that

$$\varphi(t,\theta-t\omega; y_0(\theta-t\omega)) = \left( \|y(t,\theta-t\omega; y_0(\theta-t\omega))\|_E^2 + 2 \tilde{F}(u(t; y_0(\theta-t\omega))) \right)$$

$$\geq \|y(t,\omega; y_0(\theta-t\omega))\|_E^2 \geq 0.$$ (4.19)

Using (1.8), Young’s inequality and the embedding theorem, we have for any bounded set $B$ of $E$, if $y_0 \in B$,

$$2 \tilde{F}(u) \leq \beta \int_U (f(u) + 1)udx$$

$$\leq \beta \int_U f(u)udx + C_3 \int_U udx$$

$$\leq \beta \|u\|^2 + k\|u\|_{H^1}^{P+1} \leq \beta \|u\|^2 + k\|u\|_{H^1}^{P+1}$$

$$\leq kr_m(\omega).$$ (4.20)

For any set $\{B(\omega) : \omega \in \Omega \} \in U \ y_0 = (u_0(x), u_1(x) + \varepsilon u_0(x) - cu_0 z(\theta-t\omega))^T \in \{B(\omega) : \omega \in \Omega \} \in D(E)$, we have

$$\lim_{t \to \infty} \sup\|y_0(\theta-t\omega)\|_E^2 + 2C_2(\|u_0\|^2 + \|u_0\|_{H^1}^{P+2})e^{-2\sigma t} = 0,$$ (4.21)

which is a tempered random variable, then by (4.19)-(4.20) there $B_0(\omega) = \{y \in E : \|y_0(\theta-t\omega)\|_E \leq M^2(\omega) \}$ is closed measurable absorbing ball in $D(E)$, and there exists $T_B = T(\omega, B, M_0) \geq 0$ such that $y(t,\theta-t\omega; y_0(\theta-t\omega)) = y_0(\theta-t\omega) \in B_0(\omega)$, $\forall t \geq 0$, then satisfies the following result

$$\|y(t,\theta-t\omega; y_0(\theta-t\omega))\|_E^2 \leq M_0^2(\omega).$$ (4.22)

we complete the proof. $\square$

5 Decomposition of Equations

In order to obtain regularity estimates later, we decompose the equations (1.4), by decomposing the nonlinear term. At first.

The nonlinearity $f$ we will give the following decomposition

*******************************************************************************
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\[ f = f_0 + f_1, \text{ where } f_0, f_1 \in C^1 \text{ satisfies the following decomposing properties for some proper constants: there is a constant } C > 0 \text{ such that} \]
\[
\begin{align*}
|f_0(u) - f_0(v)| & \leq C (1 + |u|^4 + |v|^4) |u - v|, \quad \forall \ u, v \in \mathbb{R}, \\
f_0(s)s & \geq F_0(s) \geq 0, \\
\exists \beta_0 \geq 1, \ \vartheta_1 \geq 0 \text{ such that } \forall \ \vartheta \in (0, \vartheta_1], \\
\forall \ c_\vartheta \in \mathbb{R}, \ \beta_0 F_0(s) + \vartheta s^2 - c_\vartheta & \leq s f_0(s), \ \forall \ s \in \mathbb{R}, \\
F_i(s) & = \int_0^s f_i(r)dr, \ i = 0, 1.
\end{align*}
\]

and
\[ |f_1(s)| \leq C (1 + |s|^7), \quad \forall \ s \in \mathbb{R}. \quad (5.2) \]

Where \( \beta_0, \vartheta_1, \vartheta, c_\vartheta \) are positive constants. Let \( y = (u, v, \eta^i) \) is a solutions of (3.17), then we decompose in two parts
\[ y = \tilde{y} + \bar{y}, \]
where \( \tilde{y} = (\bar{u}, \bar{v}, \bar{\eta}), \tilde{y} = (\bar{u}, \bar{v}, \bar{\eta}) \)

\[
\begin{align*}
\tilde{y}'(t, \omega, \tilde{y}_0) + H(\tilde{y}(t, \omega, \tilde{y}_0)) & = \tilde{F}_1(\tilde{y}(t, \omega, \tilde{y}_0), \omega), \\
\tilde{y}_0 & = (u_0, v_0, \eta_0)^T,
\end{align*}
\]

where
\[
H(\tilde{y}) = \left( \begin{array}{c}
\varepsilon \bar{u} - \bar{v} \\
(\varepsilon - b(x)) (\varepsilon \bar{u} - \bar{v}) - \text{div}[(1 - a(x)k_0)\nabla \bar{u} - \int_0^\infty \mu(s)\text{div}[a(x)\nabla \eta^i(s)]ds]
\end{array} \right) \epsilon \bar{u} - \bar{v} + \eta_s
\]

and
\[
\tilde{F}_1(\tilde{y}, \omega, t) = \left( \begin{array}{c}
0 \\
-f(\bar{u}) + g(x)
\end{array} \right)
\]

\[
\begin{align*}
\bar{y}'(t, \omega, y_0) + H(\bar{y}(t, \omega, y_0)) & = \bar{F}_2(\bar{y}(t, \omega, y_0), \omega), \\
\bar{y}_0 & = (u_0, v_0, \eta_0)^T,
\end{align*}
\]

where
\[
H(\bar{y}) = \left( \begin{array}{c}
\varepsilon \bar{u} - \bar{v} \\
(\varepsilon - b(x)) (\varepsilon \bar{u} - \bar{v}) - \text{div}[(1 - a(x)k_0)\nabla \bar{u} - \int_0^\infty \mu(s)\text{div}[a(x)\nabla \eta^i(s)]ds]
\end{array} \right),
\]

and
\[
\bar{F}_2(\bar{y}, \omega, t) = \left( \begin{array}{c}
cz(\theta t \omega) \\
-(f(\bar{u}) - f_0(\bar{u})) + g(x) + cz(\theta t \omega)(2\varepsilon - b(x))
\end{array} \right).
\]
To prove the existence of a compact random attractor for the RDS $\Phi$, we get the solutions of systems (5.3) and (5.4) are similar to solution of a system (4.2), which one decays exponentially and another is bounded in higher regular space. In order to get the regularity estimate, we will prove some priori estimate for the solutions $u(x,t)$ of systems (5.3)-(5.4) on $U \times [0, \infty)$ into two parts.

Let $y(t, \theta_{-t}; y_0(\omega)) = \Phi_\omega(t, \omega) y_0(\omega)$ be the solution of (3.17) with $y_0(\omega) \in B_0$ set

$$B_1(\omega) = \bigcup_{t \geq T} y(t, \theta_{-t}; y_0(\omega))$$

$$= y_0(\omega) \in B_1(\omega) \subseteq B_0(\omega), \forall t \geq \hat{T},$$

(5.5)

for any $\omega \in \Omega$, where $\hat{T} = \hat{T}(B_0, \omega) \geq \tau$ is the pullback absorbing time in Lemma 13, then it holds $B_1(\omega) \subseteq B_0(\omega)$ that

$$\Phi(t, \theta_{-t}; B_1(\theta_{-t})) = y(t, \theta_{-t}; B_1(\theta_{-t}))$$

$$\subseteq B_1(\omega) \subseteq B_0(\omega), \forall t \geq \hat{T}.$$  

(5.6)

**Lemma 14.** Let $(A_1)$-$$(A_6)$ and $g(x) \in L^2(U)$ hold. For any $\tau \in \mathbb{R}, \omega \in \Omega, t \geq 0$ and $y_0 \in E$, there exists $M_1(\omega) > 0$ such that $\tilde{y}(r) = \tilde{y}(r, \omega; y_0)$ is solution of the system (5.3) satisfies

$$\|\tilde{y}(r, \omega; y_0)\|_{b}^2 \leq M_1(\omega), \ r \geq \tau$$

(5.7)

**Proof.** Taking the inner product of (5.3) in $L^2(U)$ with $\tilde{y}$ in E, we show that

$$\frac{1}{2} \frac{d}{dt} \|\tilde{y}\|^2 + \left( \tilde{H}(\tilde{y}), \tilde{y} \right) + \left( \tilde{F}(\tilde{y}), \tilde{y} \right) = 0,$$

(5.8)

by Lemma 4.1, we have

$$\tilde{H}(\tilde{y}, \tilde{y}) \geq \frac{\varepsilon}{2} \left( \|\tilde{\mu}\|^2 + \|\tilde{\nu}\|^2 \right) + \frac{\delta}{2} \|\tilde{\upsilon}\|^2 + \frac{\varepsilon}{4} \|\tilde{\eta}\|^2_{\mu,1},$$

(5.9)

where $\varepsilon$ satisfy (4.6). Now, we estimate the third term of (5.8), such that

$$\left( \tilde{F}(\tilde{y}), \tilde{y} \right) = \begin{pmatrix} 0 \\ f_0(\tilde{u}) \end{pmatrix} \begin{pmatrix} \tilde{u} \\ \tilde{v} \end{pmatrix} = \begin{pmatrix} f_0(\tilde{u}) \tilde{u} + \varepsilon \tilde{u} \end{pmatrix} = \int_U f_0(\tilde{u}) \tilde{u} dx.$$ 

(5.10)

In view of (5.1) and (5.13), we can get

$$f_0(\tilde{u}) \tilde{u} \geq F_0(\tilde{u}) \geq 0$$

$$\int_U f_1(\tilde{u}) \tilde{u} dx \geq \int_U F_0(\tilde{u}) + \varepsilon(\beta_0 F_0(\tilde{u}) + \vartheta\|\tilde{u}\|^2 - c_0) \geq \int_U F_0(\tilde{u}) + \beta_0 \varepsilon F_0(\tilde{u}) + \varepsilon \vartheta\|\tilde{u}\|^2 - \varepsilon c_0.$$
Thus, combining (5.9)-(5.11) and (5.8) yield
\[
\frac{d}{dt} \left( \|\tilde{y}\|_{L}^2 + 2\tilde{F}_0(\tilde{u}) \right) + 2\tilde{\sigma} \left( \|\tilde{y}\|_{L}^2 + 2\tilde{F}_0(\tilde{u}) \right) \leq \rho,  
\]  
(5.12)
where \( \rho = \varepsilon c_{\theta} \) and \( \tilde{\sigma} = \min\left( \frac{\varepsilon}{2}, \frac{\rho}{2}, \frac{\rho}{4}, \beta_0 \varepsilon \right) \)
\[
\|\tilde{y}\|_{L}^2 + 2\tilde{F}_0(\tilde{u}) \geq \|\tilde{y}\|_{L}^2 \geq 0,  
\]  
(5.13)
and hence \( y_0(\theta_{-\tau}) \in M_0(\omega) \). It follows that
\[
\tilde{y}_0 = (y_0(\theta_{-\tau}) + cz(\theta_{-\tau}))^T 
\leq (M_0(\omega) + cz(\theta_{-\tau})) \in B_0(\theta_{-\tau}).
\]
By definition of \( B_0(\omega) \) and Lemma13, satisfying the below inequality
\[
\|\tilde{y}(r, \omega; \tilde{y}_0)\|_{L} \leq M_1(\omega).  
\]  
(5.14)
\[ \square \]

**Lemma 15.** Let \((A_1)-\(A_6)\) and \(g(x) \in L^2(U)\) hold. For any \( \tau \in \mathbb{R}, \omega \in \Omega \) and \( t \geq 0 \), there exists a random variable radius \( M_2(\omega) > 0 \), such that the solution of a system (5.4) satisfy the following estimates \( \tilde{y}(r) = \tilde{y}(r, \theta_{-\tau}; \tilde{y}_0) \), for all \( t \geq r \), \( r \geq \tau \).
\[
\|A^*\tilde{y}(t, \theta_{-\tau}; \tilde{y}_0)\|_{L} \leq M_2(\omega),  
\]  
(5.15)

\[
\nu = \min\left\{ \frac{1}{3}, \frac{4-\gamma}{2} \right\}, \quad \forall 0 \leq \gamma \leq 4.  
\]  
(5.16)

**Proof.** Taking inner product in \( E \) of (5.4) with \( A^*\tilde{y}(r) \), then positively
\[
(\tilde{y}', A^*\tilde{y}) + (\tilde{H}(\tilde{y}), A^*\tilde{y}) = (\tilde{F}_2(\tilde{y}, \omega), A^*\tilde{y}),  
\]  
(5.17)
inserting (5.16) and Lemma12, we obtain
\[
\tilde{H}(\tilde{y}, A^*\tilde{y}) = \frac{\varepsilon}{2}(\|A^\frac{1}{3}z\tilde{u}\|^2 + \|A^\frac{1}{3}v\|^2) + \frac{\delta}{2}\|A^\frac{1}{3}\tilde{v}\|^2 + \frac{\varepsilon}{4}\|A^\frac{1}{3}\tilde{\eta}\|_{\mu, 1}^2,  
\]  
(5.18)
next, we will estimate the right-hand side of (5.17) we get
\[
(\tilde{F}_2(\tilde{y}, \omega), A^*\tilde{y}) = ((cz(\theta_{\tau}), A^*\tilde{u})) 
+ (-(f(u) - f_0(\tilde{u}) + g(x) + cz(\theta_{\tau})(2\varepsilon - b(x)), A^*\tilde{v}) 
+ (cz(\theta_{\tau}), A^*\tilde{\eta})_{\mu, 1}.  
\]  
(5.19)
By using Hölder’s inequality, Young’s inequality and Poincaré’s inequality, we get
\[
((cz(\theta_{\tau}), A^*u)) \leq |c| \|A^\frac{1}{3}z(\theta_{\tau})\| \|A^\frac{1}{3}\nabla u\| \leq |c| \|A^\frac{1}{3}z(\theta_{\tau})\| \|A^\frac{1}{3}u\|_{1},  
\]  
(5.20)
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\[(2\varepsilon cz(\theta_t \omega), A^\nu v) \leq |\varepsilon|^2 |c|^3 \left\| A^{\frac{5}{4}} z(\theta_t \omega) \right\|^2 + |c| \left\| A^{\frac{5}{4}} z(\theta_t \omega) \right\| \left\| A^{\frac{5}{4}} v \right\|^2, \]

\[\frac{\delta}{2} (cz(\theta_t \omega), A^\nu v) \leq \frac{\delta}{8} |c|^2 \left\| A^{\frac{5}{4}} z(\theta_t \omega) \right\|^2 + \frac{\delta}{2} \left\| A^{\frac{5}{4}} v \right\|^2, \]

\[(cz(\theta_t \omega), A^\nu \eta)_{\mu,1} \leq \frac{1}{4} |c|^3 \left\| A^{\frac{5}{4}} z(\theta_t \omega) \right\|^3 + |c| \left\| A^{\frac{5}{4}} z(\theta_t \omega) \right\| \left\| A^{\frac{5}{4}} \eta \right\|_{\mu,1}^2, \]

\[(q(x), A^\nu v) \leq \left\| A^{\frac{5}{4}} q(x) \right\| \left\| A^{\frac{5}{4}} v \right\| \leq \frac{1}{(4\delta + \varepsilon)} \left\| A^{\frac{5}{4}} q(x) \right\|^2 + \frac{(4\delta + \varepsilon)}{4} \left\| A^{\frac{5}{4}} v \right\|^2, \]

for nonlinear term, we write

\[(f(u) - f_0(\tilde{u}), A^\nu \tilde{v}) = (f(u) - f_0(\tilde{u}), A^\nu (\tilde{u}_t + \varepsilon \tilde{u} - cz(\theta_t \omega))) \leq \frac{\delta}{8} \int_U (f(u) - f_0(\tilde{u}))A^\nu \tilde{u}_t d\tilde{x} + \int_U (f(u) - f_0(\tilde{u}))A^\nu \tilde{v} d\tilde{x} - \int_U (f'(u)\tilde{u}_t - f_0'(\tilde{u})\tilde{u}_t)A^\nu \tilde{u} d\tilde{x} - \int_U (f(u) - f_0(\tilde{u}))A^\nu \tilde{u} d\tilde{x}.\]

Next, infer to assumption A_4, (5.1)-(5.2), thanks to the Cauchy-Schwarz, the Young’s inequality and using the embedding theorem $H_{1+\nu} \subset L^{-\frac{6}{1+\nu}}$, $H_{1-\nu} \subset L^{\frac{6}{1-\nu}}$ and $H_1 \hookrightarrow L^6$, we obtain

\[\int_U (f(u) - f_0(\tilde{u}))A^\nu |z(\theta_t \omega)| d\tilde{x} \leq \frac{\varepsilon}{4} \left\| f(u) - f_0(\tilde{u}) \right\|^2 + \frac{1}{\varepsilon} \left\| A^\nu z(\theta_t \omega) \right\|^2 \leq \frac{C\varepsilon}{4} \left( 1 + \|u\|_{L^6}^5 + \|\tilde{u}\|_{L^6}^5 \right) + \frac{1}{\varepsilon} \left\| A^\nu z(\theta_t \omega) \right\|^2 \leq R_1(\omega) + \frac{1}{\varepsilon} \left\| A^\nu z(\theta_t \omega) \right\|^2, \]

\[\int_U (f'(u)u_t - f_0'(\tilde{u})\tilde{u}_t)A^\nu \tilde{u} d\tilde{x} = \int_U ((f'_0(u) - f'_0(\tilde{u}))u_t + f'_0(\tilde{u})\tilde{u}_t + f'_1(u)u_t)A^\nu \tilde{u} d\tilde{x},\]

estimate the above inequality, we get

\[\int_U (f'_0(u) - f'_0(\tilde{u}))u_t A^\nu \tilde{u} d\tilde{x} \leq C \int_U (f'_0(u + \theta(u - \tilde{u})))u - \tilde{u}_t |u_t| A^\nu \tilde{u} d\tilde{x} \leq C \int_U (1 + \|u\|_{L^6}^3 + \|\tilde{u}\|_{L^6}^3) \|\tilde{u}\|_{L^6}^6 \|A^\nu \tilde{u}\|_{L^{\frac{6}{1-\nu}}} \|u_t\|_{L^2} \leq R_2(\omega) \left\| A^{\frac{1+\nu}{2}} \tilde{u} \right\|^2 \leq 4\varepsilon R_2^2(\omega) + \frac{\varepsilon}{16} \|A^{\frac{1+\nu}{2}} \tilde{u} \|^2, \]

\[\int_U f'_0(\tilde{u})\tilde{u}_t A^\nu \tilde{u} d\tilde{x} \leq C(1 + \|\tilde{u}\|_{L^6}^6) \|A^{\frac{1+\nu}{2}} \tilde{u}\|_{L^{\frac{6}{1-\nu}}} \|A^\nu \tilde{u}_t\|_{L^{\frac{6}{1-\nu}}} \leq C(1 + \|\tilde{u}\|_{L^6}^6) \|A^{\frac{1+\nu}{2}} \tilde{u}\|_{L^{\frac{6}{1-\nu}}} \|A^\nu \tilde{u}_t\|_{L^{\frac{6}{1-\nu}}} \leq 4\varepsilon R_3(\omega) \left( \left\| A^{\frac{5}{4}} \tilde{u} \right\|^2 + |\varepsilon|^2 \right) + \frac{\varepsilon}{16} \|A^{\frac{1+\nu}{2}} \tilde{u} \|^2 \leq \frac{\varepsilon}{8} \|A^{\frac{5}{4}} \tilde{u} \|^2, \]
Furthermore, note that $\nu \leq \frac{5 - \gamma}{2}$

$$
\int_U f'_1(u)u_t A' \bar{u} \, dx \leq C \int_U \left( 1 + |u|^\gamma \right) |u_t| |A' \bar{u}| \, dx
$$

$$
\leq C \left( 1 + \|u\|_L^6 \|A' \bar{u}\|_{L^{\frac{6}{1+2\nu}}} \right) \|u_t\|_{L^2}
$$

$$
\leq C \left( 1 + \|\nabla u\|^\gamma \right) |A' \bar{u}| \|u_t\|_{L^6}
$$

$$
\leq 2\varepsilon R^2_4(\omega) + \frac{\varepsilon}{\beta} \|\bar{u}\|_{\frac{1}{1+2\nu}}^2, \tag{5.28}
$$

Exploiting the decay estimate together (5.18)-(5.28) with (5.17), we have

$$
\frac{1}{2} \frac{d}{dt} \left( \|A^{\frac{5}{2}} \bar{u}(t, \theta_{-t} \omega; y_0)\|_{E}^2 \right) + 2\varepsilon \|A^{\frac{5}{2}} \bar{u}\|_E^2 + \frac{\varepsilon}{2} (f(u) - f_0(\bar{u}))
$$

$$
\leq |c||z(\theta_t \omega)||A^{\frac{5}{2}} \bar{u}| + \alpha_1 [1 + R^2_1(\omega) + R^2_3(\omega)]
$$

$$
+ R^2_2(\omega) + R^2_3(\omega) + \|A^\nu z(\theta_t \omega)\|^2 + \|A^\nu z(\theta_t \omega)\|^3 + \|A^{\frac{5}{2}} q(x)\|^2. \tag{5.29}
$$

According to Gronwall’s inequality in (5.29) on $[0, r]$ and replacing $\omega$ to $\theta_{-t} \omega$, can be rewriting as

$$
\|A^{\frac{5}{2}} \bar{u}(t, \theta_{-t} \omega; y_0)\|_{E}^2
$$

$$
\leq \left( \|A^{\frac{5}{2}} \bar{u}(t, \theta_{-t} \omega; y_0)\|_{E}^2 + 2(f(u, \theta_{-t} \omega; y_0) - f_0(\bar{u}(t, \theta_{-t} \omega; y_0))) \right)
$$

$$
\leq \left( \|A^{\frac{5}{2}} \bar{u}\|_E^2 + \beta \|A^{\frac{5}{2}} \bar{u}\|_{E}^2 \right) \exp 2 \int_0^t (\|A^{\frac{5}{2}} \bar{u}\|_{E}^2) \, ds
$$

$$
+ \int_0^t \rho_1(\theta_t \omega) \exp 2 \int_0^t (\|A^{\frac{5}{2}} \bar{u}\|_{E}^2) \, ds. \tag{5.30}
$$

We can define $\rho_1(\theta_t \omega)$, as follows

$$
\rho_1(\theta_t \omega) = \alpha_1 [1 + R^2_1(\omega) + R^2_3(\omega) + R^2_4(\omega)]
$$

$$
+ \|A^\nu z(\theta_t \omega)\|^2 + \|A^\nu z(\theta_t \omega)\|^3 + \|A^{\frac{5}{2}} q(x)\|^2. \tag{5.31}
$$

Observe that

$$
\int_U ((f(u) - f_0(\bar{u})) A' \bar{u} \, dx \leq C \int_U \left( 1 + |u|^4 + |\bar{u}|^4 \right) |\bar{u}| + (1 + |u|^\gamma) |A' \bar{u}| \, dx,
$$

thus, by the Sobolev embedding

$$
\int_U \left( 1 + |u|^4 + |\bar{u}|^4 \right) |\bar{u}| + (1 + |u|^\gamma) |A' \bar{u}| \, dx
$$

$$
\leq C \left( 1 + \|u\|_{L^6}^4 + \|\bar{u}\|_{L^6}^4 \right) \|\bar{u}\|_{L^{\frac{6}{1+2\nu}}} \|A' \bar{u}\|_{L^{\frac{6}{1+2\nu}}}
$$

$$
\leq (R_5(\omega) \|A' \bar{u}\| + R_6(\omega)) \left\| A^{\frac{1}{1+2\nu}} \bar{u} \right\|, \tag{5.32}
$$

Apply the inequality (5.30) and (5.32), we can get

$$
\|A^{\frac{5}{2}} \bar{u}(t, \theta_{-t} \omega; y_0)\|_{E}^2 \leq M^2_2(\omega).
$$

Then the proof is complete $\Box$. 
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6 Random Attractors

In this section, we establish the existence of a $\mathcal{D}$-random attractor for the random dynamical system $\Phi$ associated with system (3.1)-(3.2) on $\mathbb{R}^p$. By Lemma 4.1 that $\Phi$ has a closed random absorbing set in $\mathcal{D}$. Which, along with the $\mathcal{D}$-pullback asymptotic compactness will imply the existence of a unique $\mathcal{D}$-random attractor. Next due to decompose of solutions, we shall prove the $\mathcal{D}$-pullback asymptotic compactness of $\Phi$. Since that $\tau \in \mathbb{R}, \omega \in \Omega, t \geq 0$, it follows that

$$\bar{\eta}(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), s) = \begin{cases} \bar{u}(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega)) - \\ \bar{u}(\tau - s, \tau - t, \theta_{-t+s}\omega; y_{\tau-t}(\theta_{-t+s}\omega)), \ t \leq s \\ \bar{u}(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), \ t \geq s, \end{cases}$$

(6.1)

and

$$\bar{\eta}_s(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega)) = \begin{cases} \bar{u}_t(\tau, \tau - t, \theta_{-t+s}\omega; y_{\tau-t}(\theta_{-t+s}\omega)), \ t \leq s \\ 0, \ t \geq s, \end{cases}$$

(6.2)

Thus, by (6.1), (6.2) and Lemma 15, we conclude that

$$\max\{||\bar{\eta}(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), s)||_{\mu, 2\nu}, ||\bar{\eta}_s(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), s)||_{\mu, 2\nu+1}\} \leq M_2(\omega).$$

(6.3)

**Lemma 16.** [5, 9, 18] Let $E_\nu = H_{2\nu+1} \times H_{2\nu} \times L^2_{\mu}(\mathbb{R}^+, H_{2\nu+1}) \mapsto L^2_{\nu}(\mathbb{R}^+, H_{2\nu+1})$ is projection operator, setting $Y = y(\tau, B_\nu(\tau, \omega))$ is a random bounded absorbing set. Where $y(\tau)$ is the solution of system (3.17), and by Lemma 13, there is a positive random radius $M_0(\omega)$ depend on $\tau$, such that

$$\begin{cases} 1 - Y \text{ is bounded in } L^2_{\mu}(\mathbb{R}^+, H_{1+2\nu}) \cap H^1_{\mu}(\mathbb{R}^+, H_{2\nu}), \\
\sup_{\eta \in B_\nu(\tau, \omega), s \in \mathbb{R}^+} ||\eta(s)||_{\mu, 1}^2 = \sup_{t \geq 0} \sup_{y_{\tau-t}(\theta_{-t}\omega) \in B_1(\theta_{-t}\omega), s \in \mathbb{R}^+} ||\eta(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), s)||_{\mu, 1}^2 \leq M_0(\omega). \end{cases}$$

(6.4)

Denote by $B_\nu$ the closed ball of $H_{1+2\nu} \times H_{2\nu}$ of random variable radius $M_0(\omega)$. We apply on a finite domain $B_\nu$ is compact subset of $H_{1+2\nu} \times H_{2\nu}$. Thus we chose that a set $\bar{B}_\nu(\tau, \omega)$

$$\bar{B}_\nu(\tau, \omega) = \bigcup_{y_{\tau-t}(\theta_{-t}\omega) \in B_1(\theta_{-t}\omega)} \bigcup_{t \geq 0} \bar{\eta}(\tau, \tau - t, \theta_{-t}\omega; y_{\tau-t}(\theta_{-t}\omega), s) \ \tau \leq t,$$

(6.5)

hence, $\nu$ is as in (5.16). From (1.3) and (6.3), we find

$$||\eta(s)||_{\mu, 1}^2 = \int_0^{+\infty} \mu(s)||\nabla \eta(s)||^2 ds \leq M_0(\omega) \int_0^{+\infty} e^{\delta s} ds \leq \frac{M_0(\omega)}{\delta}.$$

(6.6)
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The next Lemma, we establish the main result about the existence of a random attractor for RDS $\Phi$.

**Lemma 17.** [9] Assume that $y(t, \omega)$ be solution of the system (3.17) and the condition of Lemma 15 hold. For any $\tau \in \mathbb{R}, \omega \in \Omega$ and $t \geq 0$, there exists a random set $\tilde{B}_\nu(\tau, \omega) \in \mathcal{D}(E_\nu)$ with

$$
\|\tilde{B}_\nu(\tau, \omega)\|_{E_\nu} = \sup_{\tilde{y} \in \tilde{B}_\nu(\tau, \omega)} \|\tilde{y}\|_E \leq \tilde{M}_\nu(\omega),
$$

is relatively compact in $E$. The positive number $\sigma$ and $\tilde{M}_\nu(\omega) \geq 0$, so as for each $\omega \in \Omega$ it satisfies

$$
d_H(\Phi(t, \theta_{-t}\omega, B_1(\theta_{-t}\omega)), \tilde{B}_\nu(\tau, \omega)) \leq \tilde{M}_\nu(\omega)e^{-\sigma t} \to 0 \text{ as } t \to +\infty. \tag{6.7}
$$

**Proof.** Let $y_0(\theta_{-\omega}) \in B_1(\theta_{-\omega})$, by (6.1)-(6.3) and Lemma 15 it conclude that $\tilde{B}_\nu(\tau, \omega)$ is relatively compact in $L^2_{\mu}(\mathbb{R}^+, H_1)$ and consequently in $L^2_{\mu}(\mathbb{R}^+, H_1)$, let $B_\nu(\tau, \omega) \subset E_\nu \subset E$ be the ball of $E_\nu$ of radius $M(\omega)$ defined by (4.22)-(4.23), where $\nu$ is as in (5.16). Lastly, we get compact set $\Upsilon(\tau, \omega) = B_\nu(\tau, \omega) \times B_\nu(\tau, \omega) \subset E$ then, we have the following summaries.

Since Lemma 13 and $y_0(\theta_{-\omega}) \in B_0(\theta_{-\omega})$ there exists a random set $M_0(\omega) \in B_0 \subseteq B(\omega) \in \mathcal{D}(E)$, we get that

$$
d_H(\Phi(t, \theta_{-t}\omega, B(\theta_{-t}\omega)), B_0) \leq M_0(\omega)e^{-\sigma t} \to 0 \text{ as } t \to +\infty, \tag{6.8}
$$

next, follows from Lemma 14 to $y_0(\theta_{-\omega}) \in B_1(\theta_{-\omega})$, there exists a positive random variable $M_1(\omega) \in B_1(\tau, \omega) \in \mathcal{D}(E)$ and $M_1(\omega) \in B_1(\tau, \omega) \in \mathcal{D}(E)$, such that

$$
d_H(\Phi(t, \theta_{-t}\omega, B(\theta_{-t}\omega)), B_1(\tau, \omega)) \leq M_1(\omega)e^{-\sigma_1 t} \to 0 \text{ as } t \to +\infty, \tag{6.9}
$$

by Lemma 15, let $y_0(\theta_{-\omega}) \in B_1(\theta_{-\omega})$, there exists a positive random variable $M_2(\omega) \in B_1(\tau, \omega) \in \mathcal{D}(E)$, such that

$$
d_H(\Phi(t, \theta_{-t}\omega, B(\theta_{-t}\omega)), B_1(\tau, \omega)) \leq M_2(\omega)e^{-\sigma_2 t} \to 0 \text{ as } t \to +\infty, \tag{6.10}
$$

let $\nu \geq 0$ is fixed, by above recursion of finite steps at most $\frac{1}{\mu} + 2$, there exists a random set $M_\nu \in B_\nu(\tau, \omega) \in \mathcal{D}(E_\nu)$ as for as

$$
d_H(\Phi(t, \theta_{-t}\omega, B_1(\theta_{-t}\omega)), B_\nu(\tau, \omega)) \leq M_\nu(\omega)e^{-\sigma_\nu t} \to 0 \text{ as } t \to +\infty, \tag{6.11}
$$

due to (6.1)-(6.3),(6.5) and Lemma 16, there exists random radius $\tilde{M}_\nu(\omega) \in \tilde{B}_\nu(\tau, \omega) \in \mathcal{D}(E_\nu) \subset \mathcal{D}(E_\nu) \subset \mathcal{D}(E),$ we have

$$
d_H(\Phi(t, \theta_{-t}\omega, B_\nu(\theta_{-t}\omega)), \tilde{B}_\nu(\tau, \omega)) \leq \tilde{M}_\nu(\omega)e^{-\tilde{\sigma}_\nu t} \to 0 \text{ as } t \to +\infty, \tag{6.12}
$$
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it holds that
\[ d_H(\Phi(t, \theta_{-t}\omega, B_1(\theta_{-t}\omega)), \tilde{B}_\nu(t, \omega)) \leq \tilde{M}_\nu(\omega)e^{-\sigma t} \to 0 \text{ as } t \to +\infty. \]

From Lemma16, we get
\[ \Upsilon(\tau, \omega) = B_\nu(t, \omega) \times \tilde{B}_\nu(t, \omega), \]
from (5.5)-(5.6) and (6.12), we conclude the following attractive property of inequality (6.11). Thus, by Lemma13 there exists \( T_1 = T_1(\omega, B) \geq \tau \), such that \( y(t, \theta_{-t}\omega, B(\theta_{-t}\omega) \subseteq \Omega(\omega)) \forall t \geq T_1 \), let \( t \geq T \) and \( T_2 = t - T_1 \geq T(\omega, B, M_0) \geq 0 \), using cocycle property (iii) of \( \Phi \), we show that
\[ y(\tau, t - t, \theta_{-\tau}\omega, B(\tau - t, \theta_{-\tau}\omega)) \]
\[ = y(\tau, \tau - T_2 - T_1, \theta_{-\tau}\omega, B(\tau - T_2 - T_1, \theta_{-\tau}\omega)) \]
\[ = y(\tau, \tau - T_2, \theta_{-\tau}\omega, y(\tau - T_2, \tau - T_1, \theta_{-\tau}\omega), B(\tau - T_2 - T_1, \theta_{-\tau}\omega)) \]
\[ \subseteq y(\tau, \tau - T_2, \theta_{-\tau}\omega, B(\theta_{-T_2\omega})) \subseteq B_1(\tau, \theta_{-\tau}\omega), \]
(6.14)
for each \( y(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) \in y(\tau, \tau - t, \theta_{-\tau}\omega, B(\tau - t, \theta_{-t}\omega)) \), for \( t \geq T_1 + T(\omega, B_0) \) where \( y_{\tau-t}(\theta_{-\tau}\omega) \in B(\tau - t, \theta_{-t}\omega) \). By (6.14) and Lemma15, it follows that:
\[ \tilde{y}(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) \]
\[ = y(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) - \tilde{y}(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) \in \Upsilon(\tau, \omega). \]
(6.15)
Thus, from Lemma14 we conclude that
\[ \inf_{\tilde{y} \in \Upsilon(\omega)} \| y(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) - \tilde{y}(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) \|_E^2 \]
\[ \leq \| \tilde{y}(\tau, \tau - t, \theta_{-\tau}\omega, y_{\tau-t}(\theta_{-\tau}\omega)) \|_E^2 \]
\[ \leq M_0^2(\omega)e^{-\sigma t}, \forall t \geq T_1 + T(\omega, B_0), \]
(6.16)
such that
\[ d_H(\Phi(t, \theta_{-t}\omega, B(\theta_{-t}\omega)), \Upsilon(\tau, \omega)) \leq M_0(\omega)e^{-\sigma t} \to 0 \text{ as } t \to +\infty. \]
(6.17)
The proof is completed. □

**Theorem 18.** Assume that (\( A_1 \))-(\( A_6 \)) and \( g(x) \in L^2(U) \) hold. Then the continuous cocycle \( \Phi \) associated with problem (3.17) has a unique \( D \)-pullback attractor \( \mathcal{A} \subseteq \Upsilon(\tau, \omega) \cap B_0(\omega), \mathcal{A} = \{ A(\tau, \omega) : \tau \in \mathbb{R}, \omega \in \Omega \} \subseteq \mathcal{D} \text{ in } \mathbb{R}^n \).

**Proof.** Hence that the continuous cocycle \( \Phi \) has a closed random absorbing set \( \{ A(\tau, \omega) \}_{\tau \in \mathbb{R}, \omega \in \Omega} \in \mathcal{D}, \) by Lemma13 Lemma16, and Lemma17, the continuous cocycle \( \Phi \) is a \( D \)-pullback asymptotically compact in \( \mathbb{R}^n \). Since that the existence of a unique \( D \)-random attractor for \( \Phi \) follows from Lemma8 immediately. □
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